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REMINDER 1: Mean and Variance
� Mean

Variance
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� Variance

� Root Mean Square (quadratic mean)
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Self test: Find the relation between RMS and variance for signals with zero mean
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All continuous formulas  assume that x(t) is zero for t<0 or x(-t)=x(t)



REMINDER 2: Examples of mean 

and variance
FAST TEST: These signals are discrete or continuous?

What is the domain of these signals? Stationary

nonstationary



Histogram (acquired signal)
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Calculating the Histogram



Histogram (acquired signal)
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Calculating histogram, mean and 

variance



Effect of binning



Probability mass function (Pmf)

Probability density function (Pdf)
� Pmf characterizes underlying process
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Example Pdfs



The Mighty Gaussian



Example Gaussians



Why Gaussians
� Central Limit Theory

� Effects of large number of uniform noise factors
approximate a Gaussian
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Cumulative Distribution Function



How to generate random numbers
� Uniform 0-1

� X=RND

� Variance is 1/12

� Mean is 1/2� Mean is 1/2

� Uniform from a to b
� X=RND*(b-a)+a

� Normal 
�
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SELF Test: What is the mean and variance of this signal



How to combine random signals
� Assume X,Y are INDEPENDENT random signals with 

mean µx , µy and std. dev. σx, σy :

ba XbaX ±=± µµ 222
XbaX a σσ =±XbaX ± XbaX a σσ =±

YXbYaX ba µµµ ±=±
22222
YXbYaX ba σσσ +=±

SELF Test: Prove these identities



Chebyshev’s Theorem
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This is a lower bound



Precision and Accuracy
� Precision  = repeatability

� Accuracy = bias 

� systematic errors

� The two questions:� The two questions:

� Repeating will remove the error 
� precision

� Calibration will remove the 
error � accuracy


